
Subscriber access provided by American Chemical Society

Journal of the American Chemical Society is published by the American Chemical
Society. 1155 Sixteenth Street N.W., Washington, DC 20036

• Supporting Information
• Links to the 19 articles that cite this article, as of the time of this article download
• Access to high resolution figures
• Links to articles and content related to this article
• Copyright permission to reproduce figures and/or text from this article

http://pubs.acs.org/doi/full/10.1021/ja0667211


Proton-Coupled Electron Transfer in Soybean Lipoxygenase:
Dynamical Behavior and Temperature Dependence of Kinetic

Isotope Effects

Elizabeth Hatcher, Alexander V. Soudackov, and Sharon Hammes-Schiffer*

Contribution from the Department of Chemistry, 104 Chemistry Building,
PennsylVania State UniVersity, UniVersity Park, PennsylVania 16802

Received September 18, 2006; E-mail: shs@chem.psu.edu

Abstract: The dynamical behavior and the temperature dependence of the kinetic isotope effects (KIEs)
are examined for the proton-coupled electron transfer reaction catalyzed by the enzyme soybean
lipoxygenase. The calculations are based on a vibronically nonadiabatic formulation that includes the
quantum mechanical effects of the active electrons and the transferring proton, as well as the motions of
all atoms in the complete solvated enzyme system. The rate constant is represented by the time integral
of a probability flux correlation function that depends on the vibronic coupling and on time correlation functions
of the energy gap and the proton donor-acceptor mode, which can be calculated from classical molecular
dynamics simulations of the entire system. The dynamical behavior of the probability flux correlation function
is dominated by the equilibrium protein and solvent motions and is not significantly influenced by the proton
donor-acceptor motion. The magnitude of the overall rate is strongly influenced by the proton donor-
acceptor frequency, the vibronic coupling, and the protein/solvent reorganization energy. The calculations
reproduce the experimentally observed magnitude and temperature dependence of the KIE for the soybean
lipoxygenase reaction without fitting any parameters directly to the experimental kinetic data. The temperature
dependence of the KIE is determined predominantly by the proton donor-acceptor frequency and the
distance dependence of the vibronic couplings for hydrogen and deuterium. The ratio of the overlaps of
the hydrogen and deuterium vibrational wavefunctions strongly impacts the magnitude of the KIE but does
not significantly influence its temperature dependence. For this enzyme reaction, the large magnitude of
the KIE arises mainly from the dominance of tunneling between the ground vibronic states and the relatively
large ratio of the overlaps between the corresponding hydrogen and deuterium vibrational wavefunctions.
The weak temperature dependence of the KIE is due in part to the dominance of the local component of
the proton donor-acceptor motion.

I. Introduction

Lipoxygenase is a non-heme iron metalloenzyme that cata-
lyzes the oxidation of unsaturated fatty acids. The human form
is medically significant because it assists in the production of
leukotrienes and lipoxins, which play a role in immune
response.1 Moreover, the inhibition of lipoxygenase has been
found to aid in the prevention of cancer.2-5 Kinetic studies have
been conducted for human lipoxygenase6,7 and soybean lipoxy-
genase-1 (SLO)8,9 with linoleic acid, the natural substrate for

SLO. High-resolution crystal structures have been solved for
SLO.10,11 In addition, a number of mutants of SLO have been
studied experimentally.9,11,12

The hydrogen abstraction step of the reaction catalyzed by
SLO is depicted in Figure 1. In this step of the catalytic reaction,
the pro-S hydrogen from the C11 carbon of the linoleic acid
substrate is abstracted by the Fe(III)-OH cofactor to form a
radical intermediate substrate and Fe(II)-OH2. Subsequently, the
radical form of the linoleic acid reacts with dioxygen to
ultimately form hydroperoxyoctadecadienoic acid and the ferric
form of the iron cofactor. Quantum mechanical calculations13

suggest that the hydrogen abstraction step occurs by a proton-
coupled electron transfer (PCET) mechanism, in which the
electron transfers from theπ-system of the substrate to the iron
of the cofactor, while the proton transfers from the C11 carbon
of the substrate to the hydroxyl ligand of the cofactor. Moreover,
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analysis of the thermodynamic properties of the single proton
transfer and electron transfer reactions, as well as the concerted
PCET mechanism, indicates that the single proton transfer and
electron transfer reactions are highly endothermic, whereas the
PCET reaction is exothermic.9,14 Thus, the electron and proton
transfer simultaneously to avoid the high-energy intermediates.

Klinman and co-workers determined that the hydrogen
abstraction step in the SLO reaction is rate limiting above
32 °C.9 The deuterium kinetic isotope effect (KIE) of this
reaction was observed to be unusually high, with a value of 81
at room temperature,8,9,15-17 and the temperature dependences
of the rates and KIEs were found to be relatively weak.9

Moreover, human lipoxygenase was observed to behave simi-
larly.6,7 This behavior was interpreted to indicate that hydrogen
tunneling, as well as a vibrational promoting mode, play
important roles in these enzymatic reactions.9,14These intriguing
results have stimulated extensive theoretical activity.

The SLO reaction has been studied with density functional
theory13,18-20 and various quantum/classical approaches.8,9,14,17,21-27

Most of these theoretical studies were based on simple models
and did not include the explicit enzyme environment. An
exception is the work of Warshel and co-workers,25,26in which
the explicit enzyme environment was represented by an
electronically adiabatic empirical valence bond (EVB) potential,
and nuclear quantum effects were included with path integral
methods. This previous work reproduced the magnitude but not
the temperature dependence of the experimentally measured
KIE. Our vibronically nonadiabatic treatment of this reaction
with an EVB potential and a dielectric continuum representation
of the enzyme environment resulted in the experimentally
observed magnitude and temperature dependence of the rates
and KIE.14 The vibronically nonadiabatic treatment is applicable
to systems for which the vibronic coupling, which can be
approximated as the product of an electronic coupling and the
overlap between the reactant and product hydrogen vibrational
wavefunctions, is less than the thermal energy. Our previous
calculations indicated that the SLO reaction is vibronically

nonadiabatic and illustrated that the proton donor-acceptor
motion plays a vital role in facilitating the hydrogen tunneling
process. On the other hand, this previous study neglected the
explicit enzyme environment and all dynamical effects.

In this paper, we examine the dynamical aspects of the SLO
reaction with a vibronically nonadiabatic molecular dynamics
method including an explicit enzyme environment. In this
approach, the vibronically nonadiabatic rate constant is repre-
sented by the time integral of the probability flux correlation
function, which is expressed in terms of the vibronic coupling,
the average energy gap and proton donor-acceptor distance,
and the time correlation functions of the energy gap and the
proton donor-acceptor distance.28-30 This method accounts for
the dynamical correlation between the proton donor-acceptor
motion and the nonadiabatic transitions between the reactant
and product vibronic states. Previously this approach was applied
to model PCET reactions in solution,29,30but it has not yet been
applied to PCET in an enzyme. Here we test the underlying
assumptions of this formulation for an enzymatic system and
study the dynamical behavior of the protein, substrate, and
cofactor. We also investigate the physical basis for the
experimentally observed magnitude and temperature dependence
of the KIEs for this enzyme reaction.

An outline of the paper is as follows. In section II, we describe
the theoretical formulation for vibronically nonadiabatic PCET
reactions and the methodology used for the molecular dynamics
simulations. Section III presents the results, including the
validation of linear response theory for this system, the analysis
of the time correlation functions for the protein and proton
donor-acceptor motions, and the analysis of the magnitude and
temperature dependence of the KIEs. In section IV, we
summarize the main findings of this study and discuss potential
future directions.

II. Theory and Methods

A. Theoretical Formulation. A variety of theoretical ap-
proaches have been developed to study PCET reactions.31-37

In this paper, we apply a vibronically nonadiabatic dynamical
formulation for PCET reactions28 to the SLO reaction. In this
formulation, the active electrons and transferring proton are
treated quantum mechanically, and the PCET reaction is
described in terms of nonadiabatic transitions between pairs of
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Figure 1. Hydrogen abstraction step of the reaction catalyzed by soybean lipoxygenase with its natural substrate linoleic acid. In this step, a hydrogen is
abstracted from the linoleic acid to the iron cofactor.
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reactant and product mixed electron-proton vibronic states. The
nonadiabatic rate constant is expressed as the time integral of
the probability flux correlation function:

where the summations are over the reactant and product vibronic
states,Pµ is the Boltzmann probability for the reactant stateµ,
and jµν(t) is the probability flux correlation function for the
reactant/product pair of vibronic statesµν.

The nonadiabatic couplingVµν between the reactant and
product vibronic states is strongly influenced by the proton
donor-acceptor distanceR. This coupling can often be ap-
proximated as

where V el is a constant effective electronic coupling and
Sµν(R) is the overlap between the reactant and product proton
vibrational wavefunctions at distanceR. In the region about the
equilibrium value of theR-coordinate, this coupling can be
approximated to be of the form29

whereRhµ is the equilibrium value of theR-coordinate on the
reactant surfaceµ and Sµν

(0) ) Sµν(Rhµ). Note that the nonadia-
batic coupling reflects the quantum mechanical behavior of the
transferring proton.

We derived an expression for the probability flux correlation
function using linear response theory in conjunction with the
form of the coupling given in eq 3.28 In this case, the probability
flux correlation function is expressed as

whereεµν is the energy gap (i.e., the difference between the
energies of the reactant stateµ and the product stateν) for R )
Rhµ, the time correlation functions are defined as

whereδεµν(t) ) εµν(t) - 〈εµν〉 andδR(t) ) R(t) - 〈R〉, and the
angular brackets indicate averaging on the reactant vibronic
surface. Here we have omitted terms involving the derivative
of the energy gap with respect toR because these terms have
been shown to be negligible. This formulation of the rate
expression is similar to that previously derived for vibrationally
nonadiabatic proton transfer reactions occurring on a single
adiabatic electronic surface.38-42

The input quantities for the probability flux correlation
function given in eq 4 can be calculated with classical molecular
dynamics simulations of the system on the reactant vibronic
surface. The time correlation functionCR(t) and the average
value Rh are calculated from classical molecular dynamics

simulations on the reactant vibronic surface with an uncon-
strainedR-coordinate. The average energy gap〈εµν〉 and the time
correlation functionCε(t) are calculated from classical molecular
dynamics simulations on the reactant vibronic surface with the
R-coordinate constrained toR) Rh. The energy gap is calculated
for each time step using a two-state EVB model representing
the reactant and product vibronic surfaces.

To investigate the temperature dependence of the KIEs, we
invoke two additional approximations that have been shown to
be valid for the SLO reaction. The first approximation relies
on the observation that only the initial value of the energy gap
correlation function impacts the rate, so the solvent damping
term becomes a Gaussian:

In linear response theory, the reorganization energyλ can be
expressed in terms of the variance〈δε2〉 as

wherekB is the Boltzmann constant. The second approximation
relies on the representation ofCR(t) by the standard analytical
expression for an undamped classical mechanical harmonic
oscillator:

whereΩ is the harmonic oscillator frequency andM is the mass.
We have also derived the analogous equations based on the
representation ofCR(t) by the standard analytical expression
for an undamped quantum mechanical harmonic oscillator. The
equations and results are provided in Supporting Information
and are qualitatively similar to the results obtained using eq 8.

The overall rate constant can be calculated by numerically
integrating the time integral of the probability flux correlation
function using the approximations in eqs 6 and 8. Alternatively,
to avoid the numerical integration, we can expand the expression
in eq 8 in a Taylor series to second order in time and analytically
integrate the time integral of the resulting probability flux
correlation function. This procedure leads to the rate expression

whereλR ) p2Rµν
2 /2M, ∆G° is the driving force, and∆εµν is

the difference between the product and reactant vibronic energy

(38) Borgis, D.; Lee, S.; Hynes, J. T.Chem. Phys. Lett.1989, 162, 19-26.
(39) Borgis, D.; Hynes, J. T.J. Chem. Phys.1991, 94, 3619-3628.
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(42) Kiefer, P. M.; Hynes, J. T.Solid State Ionics2004, 168, 219.

k ) ∑
µ

Pµ ∑
ν

1

p2
∫-∞

∞
jµν(t) dt (1)

Vµν(R) ≈ VelSµν(R) (2)
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τ1 dτ2Cε(τ1 - τ2)} (4)
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λ )
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cosΩt (8)
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|VelSµν
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exp[2kBTRµν
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2
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levels relative to the ground states. Here we have used the linear
response relation〈ε〉 ) ∆G° + λ and the expression for the
reorganization energy in eq 7. The derivation of eq 9 also
assumes that the time correlation functions for theR-coordinate
and the energy gap (i.e., the reorganization energy) are the same
for all vibronic states. This rate expression is similar to the
Marcus theory expression for electron transfer except for the
factor of exp[2kBTRµν

2 /MΩ2], the termλR in the two denomi-
nators, and the inclusion of the overlap factor in the vibronic
coupling.

If we make one additional approximation, we can obtain a
remarkably simple, approximate expression for the KIE, which
is the ratio of the rate constants for hydrogen transfer and
deuterium transfer. As will be shown below, theR-coordinate
term in eq 4 is approximately constant on the time scale of the
probability flux correlation function decay for the SLO reaction,
so we can invoke the approximation thatCR(t) ≈ CR(0). In this
case, theR-coordinate term in eq 4 can be simplified to be

Using the approximations in eqs 6, 8, and 10, the time integral
of the probability flux can be integrated analytically to give
the rate expression

This rate expression is similar to the Marcus theory expression
for electron transfer except for the factor of exp[2kBTRµν

2 /MΩ2]
and the inclusion of the overlap factor in the vibronic coupling.
It differs from eq 9 by the absence of the termλR in the two
denominators.

The rate expression in eq 11 leads to a relatively simple
expression for the KIE because only the first two factors depend
on the isotope. If we consider only the nonadiabatic transition
between the two ground states, the KIE can be approximated
as

whereSH andSD are the overlaps of the hydrogen and deuterium
wavefunctions, respectively, andRH and RD represent the
exponential dependence of this overlap onR for hydrogen and
deuterium, respectively. Note that the quantitykBT/MΩ2 )
CR(0) ) 〈δR2〉 and can be calculated directly from the molecular
dynamics simulations. Similarly, the reorganization energyλ
given by eq 7 and the quantity∆G° + λ ) - 〈ε〉 can also be
calculated directly from the molecular dynamics simulations.
The simplified expression for the KIE given in eq 12 provides
insight into the magnitude and temperature dependence of the
KIE for the lipoxygenase system. The effects of excited vibronic
states can be included by summing over these states in eq 11.

In order to calculate the rates and KIEs, the overlaps of
hydrogen and deuterium wavefunctions,SH and SD, and the
vibronic coupling parameters,RH andRD, must be calculated.

These quantities can be estimated from one-dimensional nuclear
wavefunctions for Morse potentials corresponding to C-H and
O-H vibrational modes. The standard expression for the Morse
potential is given by

The values forDCH andDOH were determined to be 77 and 82
kcal/mol, respectively, on the basis of the bond dissociation
energies.9,43,44The values forâCH andâOH were determined to
be 2.068 and 2.442 Å-1, respectively, to reproduce the typical
experimentally measured C-H and O-H frequencies of 2900
and 3500 cm-1.45 The values forRCH

o andROH
o were determined

to be 1.09 and 0.96 Å, respectively, from the experimentally
measured bond lengths.45 All of these values are similar to the
values used in our previous study.14 The hydrogen and deuterium
vibrational wavefunctions for the Morse potentials are calculated
analytically.46 The overlaps between the reactant and product
wavefunctions are calculated numerically, and theRH andRD

parameters are calculated with the finite difference method using
the relationR ) d ln S/dR for the equilibrium valueRh . The
values of the overlaps and theRH and RD parameters can be
calculated in this manner for both ground and excited vibrational
states. ForRh ) 2.87 Å, we found thatRH ) 22.74 Å-1, RD )
32.84 Å-1, SH ) 3.87× 10-5, andSD ) 3.37× 10-7 for the
ground states.

We investigated the sensitivity of the magnitude and tem-
perature dependence of the KIE on the Morse potential
parameters and the equilibrium valueRh. In general, we found
that the results did not change qualitatively when the Morse
potential parameters were varied within physically reasonable
ranges. The equilibrium valueRh strongly impacts the overlaps
SH andSD but only weakly influences theRH andRD parameters
within a physically reasonable range of theR-coordinate. Based
on eq 12, this analysis indicates that the temperature dependence
of the KIE is not significantly influenced byRh, but the
magnitude of the KIE is strongly impacted byRh. These trends
are quantified by a table provided in the Supporting Information.
For the calculations in this paper, the equilibrium valueRh was
not a free parameter but rather was obtained directly from the
molecular dynamics simulations.

A PCET reaction is vibronically nonadiabatic when the
vibronic coupling is significantly less than the thermal energy
kBT. In this reaction, the electron is transferring from theπ
system of the substrate to the iron of the cofactor. On the basis
of the approximate expression for the vibronic coupling in eq
2 and the calculated value of∼10-5 for the overlap, the
electronic coupling is expected to be well below the value
required for vibronic nonadiabaticity at room temperature. Thus,
our calculations indicate that this PCET reaction is vibronically
nonadiabatic.

B. Molecular Dynamics Simulations. We used an X-ray
crystallographic structure of soybean lipoxygenase-1 (PDB code
1YGE)10 for the initial coordinates in our simulations. The
linoleic acid substrate was inserted into the substrate cavity of
the crystal structure using the AutoDock 3.0.5 docking pro-

(43) Mayer, J. M.Acc. Chem. Res.1998, 31, 441-450.
(44) Clark, K. B.; Culshaw, P. N.; Griller, D.; Lossing, F. P.; Simoes, J. A. M.;

Walton, J. C.J. Org. Chem.1991, 56, 5535-5539.
(45) Warshel, A.Computer Modeling of Chemical Reactions in Enzymes and

Solutions; John Wiley & Sons, Inc.: New York, 1991.
(46) Dahl, J. P.; Springborg, M.J. Chem. Phys.1987, 88, 4535.
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2 CR(0)} (10)

k ) ∑
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Pµ ∑
ν
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(0)|2

p
exp[2kBTRµν

2

MΩ2 ]x π

λkBT
×

exp[-
(∆G° + λ + ∆εµν)

2

4λkBT ] (11)

KIE ≈ |SH|2

|SD|2
exp{2kBT

MΩ2
(RH

2 - RD
2)} (12)

EXY ) DXY(e-2âXY(RXY-RXY° ) - 2e-âXY(RXY-RXY° )) (13)
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gram.47 The initial conformation of the linoleic acid was chosen
on the basis of the lowest energy conformation of 250 different
conformations. The starting conformations of the iron cofactor
and linoleic acid substrate are depicted in Figure 2. The
protonation states of the residues within the protein were
calculated according to the Poisson-Boltzmann method using
the H++ database.48,49Subsequently, we replaced a peripheral
water with a sodium cation to neutralize the overall charge of
the system. The protein and substrate were centered in a
truncated octahedral periodic box with dimensions 139 Å×
139 Å × 139 Å and were solvated with 12 772 explicit
TIP3P50-52 water molecules.

The potential energy surface used for the molecular dynamics
simulations is based on the AMBER99 force field.52 We used
the RESP method53 to determine the partial charges of the
neutral (reactant) and the radical (product) forms of linoleic acid.
For this purpose, the structure of linoleic acid was optimized
using density functional theory at the B3LYP/6-31G** level,
and the partial atomic charges were calculated for the reactant
and product forms at the MP2/6-31G* level. All of these
electronic structure calculations were performed with Gaussi-
an03.54 The Fe-ligand bonds and ligand-Fe-ligand angles in
the iron cofactor were represented by harmonic potentials. For
the Fe-ligand bonds, the equilibrium distances were set to the
distances optimized previously with DFT calculations,14 and the
force constants were obtained from experimental studies of
model iron systems.55 For the ligand-Fe-ligand angles, the
equilibrium angles were set to the octahedral positions of 90°

and 180°, and the force constants were set to 125 kcal/mol‚
rad2. The Fe-O-H angle for the hydroxyl ligand was repre-
sented by a harmonic potential with the equilibrium angle of
126° and a force constant of 100 kcal/mol‚rad2, similar to the
parameters used previously for a Zn-O-H angle.56 The
Fe-O-C angle for the Ile839 ligand was represented by a
harmonic potential with an equilibrium angle of 128° and a force
constant of 70 kcal/mol‚rad2, similar to the values used
previously for an iron transferrin system.57

The simulations were performed with a modified version of
DLPROTEIN58,59 that includes the EVB method. A two-state
EVB model for the system was used to calculate the energy
gap between the reactant and product states. The transferring
electron and proton are localized on the linoleic acid substrate
in the reactant and on the iron cofactor in the product. A two-
state EVB model is applicable for this system because the
intermediate diabatic PCET states, in which only the electron
or only the proton has transferred, are much higher in energy
than the reactant and product states. The modified AMBER force
field is used to describe both EVB states. To account for the
difference in the zero of energy for the two potential energy
surfaces, a constant energy shift∆ is added to the product state
potential. As described below, the value of∆ is determined by
linear response theory relations.

We emphasize that this solvated enzyme system includes
∼52 000 atoms and that all of these atoms are moving in our
molecular dynamics simulations. In other words, we are not
freezing any part of the system. The Ewald method60 was used
to treat long-range electrostatic interactions. The classical
equations of motion were integrated with the velocity Verlet
algorithm61 on the reactant vibronic surface with a time step of
1 fs. All bond lengths involving hydrogen atoms were con-
strained with the SHAKE algorithm.62 Both the NPT and the
NVT simulations were performed with Nose´-Hoover thermo-
stats.63,64

The system was carefully equilibrated prior to data collection.
To avoid dissociation of the linoleic acid substrate, the distance
between the C11 carbon of the linoleic acid and the oxygen
atom of the hydroxyl ligand of the iron cofactor was constrained
to 3.2 Å, which is approximately the sum of the van der Waals
radii of carbon and oxygen, during the equilibration procedure.
In the first step of equilibration, a minimization of the entire
system was performed. In the second step, molecular dynamics
simulations were propagated for 50 ps at 100, 200, and 300 K
with an NPT ensemble. The NPT ensemble was used to relax
the volume of the box and to avoid vacuum bubbles in the
solvent. In the third step of the equilibration procedure, the
molecular dynamics simulations were propagated for 100 ps
with an NVT ensemble at 300 K. The root-mean-square
deviation of the backbone of the protein after equilibration was
calculated to be 1.48 Å.65
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Figure 2. Iron cofactor (right) of lipoxygenase and the substrate linoleic
acid (left). The transferring hydrogen is identified with an asterisk.
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A final preparation step was performed after this equilibration
procedure. For this step and the data collection, the constraint
between the C11 carbon of the linoleic acid and the oxygen
from the hydroxyl ligand was released, and a weak harmonic
angle restraint was applied to the corresponding C-H-O angle
to ensure sampling of the region of phase space relevant to
hydrogen abstraction. This angle restraint was represented by
an equilibrium angle of 180° and a force constant of 10 kcal/
mol‚rad2. The final preparation step was required because we
found that the substrate dissociated during the data collection
procedure, which requires at least 100 ps of sampling. Therefore,
an initial molecular dynamics simulation was propagated for
50 ps at 303 K to provide an estimate of the average distance
between the C11 carbon of the linoleic acid and the iron of the
cofactor. This distance was subsequently constrained to its
average value of 4.4 Å to avoid dissociation of the substrate
but still enable the sampling of the proton donor-acceptor
distance through vibrational motions of the oxygen and libra-
tional motions of the entire substrate and cofactor. This
procedure could be viewed as providing an associated reactive
complex that would be formed on a much slower time scale
than can be sampled with computer simulations.

The first stage of data collection involved molecular dynamics
simulations on the reactant vibronic surface with an uncon-
strainedR-coordinate (i.e., without a constraint between the C11
carbon of the linoleic acid and the oxygen of the hydroxyl group
of the iron cofactor). We sampled the entire system for 100 ps
at 303 K. The average proton donor-acceptor distance was
determined to beRh ) 2.87 Å. We also calculated the variance
of the proton donor-acceptor mode coordinate to beCR(0) )
〈δR2〉 ) 0.00406 Å2. Using eq 8, the quantityMΩ2 was
determined directly from this variance, and the effective
frequencyΩ was determined from the time dependence of the
R-coordinate termFR(t) on the time scale of the probability flux
correlation function decay. Note that the effective mass and
frequency of the proton donor-acceptor mode are determined
directly and uniquely from the molecular dynamics simulations,
thereby avoiding the arbitrary choice of mass and frequency.
We tested for convergence by calculating the basic quantities
for two halves of the molecular dynamics data and found that
the average proton donor-acceptor distance differed by less
than 0.01 Å and the variance differed by 0.0003 Å2 for the two
portions of the data.

The second stage of data collection involved molecular
dynamics simulations on the reactant vibronic surface with the
proton donor-acceptor distance constrained to the average
distance determined in the first stage. We sampled the system
for 50 ps at 303 K during this stage. We calculated the average
energy gap〈εµν〉 and the time correlation function of the energy
gapCε(t) to use as input into the rate expression given above.
The energy gap between the reactant and product vibronic states
was calculated with a two-state EVB model. At each time step,
the product energy was calculated by moving the transferring
hydrogen, H*, to the acceptor oxygen in the Fe-O-H plane,
with an O-H* distance of 0.9572 Å and an H*-O-H angle
of 104.5°. The energy gapεµν was calculated as the difference
between the energies of the reactant and product states,
excluding the bonding interactions directly involving the

transferring hydrogen because this hydrogen nucleus behaves
quantum mechanically. We tested for convergence by comparing
the results for two halves of the 50 ps molecular dynamics
simulation and found that the average energy gap differed by
only ∼2%. We also compared the results for two independent
25 ps molecular dynamics simulations and found that the
average energy gap differed by only∼5% for these two
independent simulations.

Our analysis indicates that the duration of these simulations
is sufficient for studying the PCET reaction. Since the time
correlation functions of the energy gap and theR-coordinate
decay in less than 1 ps, and the probability flux correlation
function decays in less than 10 fs, these simulations should
capture the motions on the relevant time scale for the PCET
reaction. As mentioned above, we also tested the convergence
by comparing the results from separate portions of the data and
independent trajectories. On the other hand, these simulations
are short relative to larger conformational changes of the protein.
Such conformational changes of the protein may be involved
in the formation of the associated reactive complex. The protein
was crystallized in the absence of the linoleic substrate, and
we determined the initial substrate configuration from docking
simulations followed by equilibration of the entire system. In
general, these types of simulations may not capture the slower
conformational changes induced by substrate binding.

The overall rate constant is obtained by summing over the
contributions from all pairs of reactant and product vibronic
states. The probability flux correlation function can be deter-
mined for any pair of reactant and product vibronic states by
calculating the overlaps andRH and RD parameters for the
corresponding vibrational states of the Morse potentials, as well
as the relevant vibrational energy level splittings∆εµν. This
procedure is based on the approximation that the time correlation
functions for theR-coordinate and the energy gap (i.e., the
reorganization energy) do not change significantly for the
different vibronic states. For the SLO reaction, we found that
the rates and KIEs are converged by including contributions
from the ground and first excited vibronic states for the reactant
and the product.

III. Results and Discussion

A. Validation of Linear Response Theory. We test the
validity of the linear response approximation for this system
by analyzing the energy gap calculations obtained from the
molecular dynamics simulations. The energy gap distribution
function P(ε) is calculated by binning the energy gap values
over 100 bins in the range from-20 to -70 kcal/mol. The
energy gap distribution functionP(ε), which is shown in Figure
3a, resembles a Gaussian distribution with the center atε ) 〈ε〉
and the width determined by the variance of the energy gap,
〈δε2〉. The free energy calculated from the energy gap distribu-
tion function is depicted in Figure 3b. In the linear response
regime, the free energy curve is a parabola with minimum〈ε〉
and force constantfharm ) kBT/〈δε2〉. The corresponding
harmonic free energy curve from linear response theory is also
depicted in Figure 3b. The agreement between this harmonic
free energy curve and the free energy curve calculated from
the molecular dynamics simulations provides validation for the
linear response approximation for this system. Note that a
complete validation of the linear response approximation

(65) Humphrey, W.; Dalke, A.; Schulten, K.J. Mol. Graphics1996, 14, 33-
38.
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requires the product free energy curve to be harmonic with the
same frequency. Since the product state is defined to be a local
perturbation of the reactant state, this criterion is expected to
be satisfied as well.

Within the framework of linear response theory, the reorga-
nization energy can be expressed in terms of the variance〈δε2〉
according to eq 7, and the average energy gap can be related to
the driving force∆G° and the reorganization energyλ as〈ε〉 )
-(∆G° + λ). Since we have illustrated the validity of linear
response theory for this system, we can use these relations to
determine the constant energy shift∆ between the reactant and
product state potential energy surfaces. The free energy of
reaction,∆G°, was estimated to be-5.4 kcal/mol for the SLO
system on the basis of experimental data.14 The average energy
gap and the variance of the energy gap were calculated from
the molecular dynamics simulations to be〈ε〉 ) -∆ - 44.96
kcal/mol and〈δε2〉 ) 47.17 (kcal/mol)2, respectively. Using the
linear response theory relations given above, we determine that
∆ ) -11 kcal/mol. The reorganization energy is calculated from
the molecular dynamics simulations to beλ ) 39 kcal/mol. Our
analysis indicates that∼18 kcal/mol of this total reorganization
energy is due to reorganization of the iron cofactor.

B. Time Correlation Functions for Protein and Proton
Donor-Acceptor Motions. The time correlation functions
Cε(t) andCR(t) for the energy gap andR-coordinate, respectively,
are calculated from the molecular dynamics simulations de-
scribed above. These time correlation functions are depicted in
Figure 4. Both time correlation functions decay quickly within
0.5 ps. The normalized spectral densities corresponding to
Cε(t) andCR(t), respectively, are shown in Figure 5. Figure 5a
depicts the spectral density of the energy gap correlation
function, which corresponds to the vibrations within the protein.
Figure 5b depicts the spectral density corresponding to the
proton donor-acceptor motion.

The probability flux correlation function is calculated from
eq 4 with the time correlation functions obtained from the
molecular dynamics simulations. The normalized real part of
the probability flux correlation function is depicted in Figure
6a. The ground state rate constant is calculated by integrating

this probability flux correlation function over time. As illustrated
in Figure 6a, the probability flux correlation function decays
quickly, in ∼10 fs. The probability flux correlation function
can be decomposed into the quantum coherent term, the solvent
damping term, and theR-coordinate term. These components
are depicted in Figure 6b.

An analysis of the components comprising the probability
flux correlation function provides insight into the roles of the
protein and the proton donor-acceptor motions. The quantum
coherent term,FQ(t), is a highly oscillatory function with a
period determined by the average energy gap,〈ε〉. As indicated
by eq 6, the protein/solvent damping term,Fε(t), decays on a
time scale determined by the energy gap variance〈δε2〉, which
is directly related to the reorganization energy through eq 7.
Since the protein/solvent damping term decays on a much faster
time scale than the other components of the probability flux
correlation function, this term dictates the decay time of the

Figure 3. (a) Energy gap distribution functionP(ε) and (b) the free energy
curve calculated from this distribution function usingG(ε) ) -kBT
ln[P(ε)] (solid) and from the linear response approximation of a parabola
with minimum 〈ε〉 and force constantfharm ) kBT/〈δε2〉 (dashed).

Figure 4. Time correlation functions of (a) the energy gap and (b) the
R-coordinate.

Figure 5. Normalized spectral density corresponding to (a)Cε(t) and
(b) CR(t). The normalized spectral density is defined asJ̃(ω) )
J(ω)/∫0

∞J(ω)/ω dω, where the spectral densityJ(ω) is calculated from
the time correlation function using the relationC(t) ) 8/πâ
∫0

∞J(ω)/ω cos(ωt) dω.
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probability flux correlation function. As indicated by eq 7, a
larger reorganization energy leads to a faster decay of the
probability flux correlation function and therefore a slower
overall rate. Figure 6b illustrates that theR-coordinate term,
FR(t), is relatively constant on the time scale of the decay of
the probability flux correlation function. This observation
indicates that the dynamical behavior of theR-coordinate [i.e.,
the time dependence ofCR(t)] does not significantly impact the
time dependence of the probability flux correlation function.
The magnitude ofFR(t), however, greatly impacts the magnitude
of the probability flux correlation function and therefore the
magnitude of the overall rate. As indicated by the definition of
FR(t) in eq 10, the magnitude of the overall rate is strongly
influenced by the variance of theR-coordinate,CR(0) ) 〈δR2〉,
which is related to the frequency of the proton donor-acceptor
motion as in eq 8, and the parameterR, which represents the
dependence of the vibronic coupling on theR-coordinate as
in eq 3.

We also test two additional approximations invoked to study
the temperature dependence of the rates and the KIEs. The first
approximation is the short-time approximation, in which only
equilibrium fluctuations of the solvent and protein are consid-
ered. This approximation is valid when the decay time of the
probability flux correlation function is short with respect to the
initial decay time of the energy gap correlation function. In this
limit, only the initial value of the energy gap correlation function
impacts the rate, leading to the simplified protein/solvent
damping term given in eq 6. In the second approximation, the
R-coordinate time correlation function is represented by the time
correlation function of an undamped, classical harmonic oscil-
lator, as given in eq 8. Thus, theR-coordinate motion is
represented by an effective harmonic mode, and the damping
effects on this mode from the solvent and protein environment
are assumed to be negligible on the time scale of the decay of
the probability flux correlation function. The quantityMΩ2 is
determined directly from the variance,kBT/MΩ2 ) 〈δR2〉 )
0.00406 Å-2, and the effective frequency is determined from
the time dependence of theR-coordinate termFR(t) on the time

scale of the probability flux correlation function decay. The
resulting effective mass and frequency areM ) 14 amu andΩ
) 353 cm-1. These values suggest that the local component of
the proton donor-acceptor mode is dominant. As shown by
Figure 5b, however, this effective mode reflects a variety of
vibrational motions. Figure 7 illustrates that these approxima-
tions for the energy gap andR-coordinate correlation functions
are reasonable for the PCET reaction catalyzed by SLO.

C. Temperature Dependence of KIEs.We calculate the
magnitude and temperature dependence of the KIE using both
the simple approximate expression in eq 12 and the more
quantitatively accurate expression in eq 9. The average energy
gap and the time correlation functions for the energy gap and
the R-coordinate are calculated from the molecular dynamics
simulations at 303 K. The overlapsSH andSD and the parameters
RH and RD are calculated from the hydrogen and deuterium
vibrational wavefunctions corresponding to Morse potentials,
with the donor and acceptor atoms separated by the equilibrium
value Rh ) 2.87 Å determined from the molecular dynamics
simulations. The Morse potentials and the corresponding ground
state hydrogen and deuterium vibrational wavefunctions are
depicted in Figure 8. Since the KIE is the ratio of two rates,
the KIE is independent of the constant electronic coupling
parameterV el, and we do not need to determine the value of
this parameter. For these calculations, we do not fit any
parameters directly to the experimental kinetic data.

The temperature dependence of the KIE using the simple
approximate expression in eq 12 is depicted in Figure 9. The
quantity MΩ2 is determined from theR-coordinate variance,
CR(0) ) kBT/MΩ2 ) 〈δR2〉, obtained from the molecular
dynamics simulations at 303 K. Equation 12 indicates that the
temperature dependence of the KIE is determined mainly by
the effective proton donor-acceptor frequency and the param-
etersRH andRD. The ratio of the overlaps of the hydrogen and
deuterium vibrational wavefunctions strongly impacts the
magnitude of the KIE but does not affect the temperature

Figure 6. (a) Time dependence of the real part of the normalized probability
flux correlation function given in eq 4 and (b) time dependence of the
normalized probability flux components calculated from molecular dynamics
simulations at 303 K. The components include the quantum coherent term,
FQ(t) ) exp[i〈ε〉t/p] (solid), the solvent damping termFε(t) defined in eq 6
(dashed), and theR-coordinate termFR(t) defined in eq 10 (dot-dashed).

Figure 7. (a) Comparison of theR-coordinate termFR(t) calculated with
CR(t) from the classical molecular dynamics simulations (solid) to this term
calculated withCR(t) for an undamped classical harmonic oscillator given
in eq 8 (dashed). (b) Comparison of the solvent damping termFε(t)
calculated withCε(t) from the classical molecular dynamics simulations
(solid) to this term calculated with the short-time approximation given in
eq 6 (dashed). Note that the solid and dashed curves are virtually
indistinguishable.
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dependence. This simple approximate expression leads to
qualitative agreement with the experimentally observed tem-
perature dependence of the KIE but overestimates the magnitude
of the KIE. As mentioned above, the values of the overlapsSH

andSD are sensitive to the equilibrium value of theR-coordinate,
which is obtained directly from the molecular dynamics
simulations.

We include the effects of the excited vibronic states using
the rate expression in eq 11. For hydrogen, the contribution from
the transition between the ground reactant and product states is
96% at 303 K. For deuterium, the contribution from the
transition between the ground states is 70%, and the contribution
from the transition between the ground reactant state and the
first excited product state is 18% at 303 K. The remaining
contributions arise from transitions between the first excited
reactant state and the lowest two product states. As shown in
Figure 9, including the excited states does not significantly alter
the temperature dependence of the KIE but decreases the
magnitude of the KIE by∼15%.

Figure 10 depicts the temperature dependence of the KIE
using the more quantitatively accurate expression in eq 9, as
well as the numerical integration of the probability flux
correlation function given in eq 4, in conjunction with the
approximations given in eqs 6 and 8. Both of these approaches
include the time dependence of theR-coordinate time correlation
function and the contributions of the excited vibronic states.
The results from these two approaches are virtually identical
and agree well with the experimentally observed magnitude and
temperature dependence of the KIE. We emphasize that the
magnitude and temperature dependence of the KIE are obtained
without fitting any parameters directly to the kinetic data. The

large magnitude of the KIE arises from the relatively small
overlap of the reactant and product hydrogen vibrational
wavefunctions, leading to a large value for the ratio of the
hydrogen and deuterium overlaps, as well as the dominance of
the ground vibronic states. The weak temperature dependence
of the KIE arises mainly from the dominance of the local
component of the proton donor-acceptor motion. The corre-
sponding calculations with an approximate quantum mechanical
treatment of theR-coordinate also agree well with the experi-
mental data and are provided in the Supporting Information.
This agreement between the theoretical and experimental KIEs
suggests that this theoretical formulation contains the essential
physical elements for these types of reactions.

IV. Conclusions

In this paper, we examined the dynamical behavior and the
temperature dependence of the kinetic isotope effects for the
PCET reaction catalyzed by SLO. Our calculations were based
on a vibronically nonadiabatic formulation for PCET reactions
in solution and proteins. This formulation includes the quantum
mechanical effects of the active electrons and the transferring
proton, as well as the motions of all atoms in the complete
solvated enzyme system. The rate is represented by the time
integral of a probability flux correlation function that depends
on the vibronic coupling, the average of the energy gap and
R-coordinate, and the time correlation functions of the energy
gap andR-coordinate. The vibronic couplings can be estimated
to within a constant factor by calculating the overlaps between
reactant and product hydrogen vibrational wavefunctions for
model systems, and the other quantities can be calculated from
classical molecular dynamics simulations of the entire system.

We tested the underlying assumptions of this vibronically
nonadiabatic formulation for the SLO enzyme reaction and
investigated the dynamical behavior of the protein, substrate,
and cofactor. Our estimates of the contributions to the vibronic
couplings for this PCET reaction indicate that this reaction is
vibronically nonadiabatic. Moreover, our molecular dynamics
simulations of the entire solvated enzyme system provide
validation for the linear response approximation for this PCET
reaction and provide an estimate of 39 kcal/mol for the total
reorganization energy. We found that the dynamical behavior
(i.e., the time dependence) of the probability flux correlation
function is dominated by the equilibrium protein and solvent
motions and is not significantly influenced by the proton donor-
acceptor motion. The magnitude of the overall rate, however,

Figure 8. Morse potentials and the corresponding hydrogen (solid) and
deuterium (dashed) vibrational wavefunctions for the reactant (blue) and
product (red) states. For illustrative purposes, the zero-point energy for
deuterium was increased to be the same as the zero-point energy for
hydrogen.

Figure 9. Temperature dependence of the KIE obtained with the simple
approximate expression in eq 12 (solid line) and the analogous expression
including the excited vibronic states (dashed line). The experimental data
are depicted with circles.

Figure 10. Temperature dependence of the KIE obtained with the rate
expression in eq 9 (solid line) and by numerical integration of the probability
flux correlation function given in eq 4 in conjunction with the approxima-
tions in eqs 6 and 8 (dashed). Both calculations include the contributions
of the excited vibronic states. Note that the solid and dashed lines are
virtually indistinguishable. The experimental data are depicted with circles.
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is strongly influenced by the frequency of the proton donor-
acceptor motion, the magnitude and distance dependence of the
vibronic coupling, and the protein/solvent reorganization energy.

These calculations reproduced the experimentally observed
magnitude and temperature dependence of the KIE for the SLO
enzyme reaction without fitting any parameters directly to the
experimental kinetic data. The temperature dependence of the
KIEs is determined mainly by the effective proton donor-
acceptor frequency, which can be calculated from theR-
coordinate variance in the molecular dynamics simulations, and
the distance dependence of the vibronic couplings for hydrogen
and deuterium, which can be calculated from the vibrational
wavefunctions for model systems. The ratio of the overlaps of
the hydrogen and deuterium vibrational wavefunctions strongly
impacts the magnitude of the KIE but does not significantly
influence the temperature dependence. These trends are sum-
marized in the relatively simple, approximate expression for
the KIE given in eq 12. For the SLO reaction, the large
magnitude of the KIE arises mainly from the dominance of
tunneling between the ground vibronic states and the relatively
large ratio of the overlaps between the corresponding hydrogen
and deuterium vibrational wavefunctions. The weak temperature

dependence of the KIE is due in part to the dominance of the
local component of the proton donor-acceptor motion.

These calculations provide insight into the fundamental
physical principles underlying the PCET reaction catalyzed by
SLO. Future studies will focus on the impact of mutations on
the dynamical behavior of the protein, substrate, and cofactor
and on the magnitude and temperature dependence of the KIEs
for this reaction. This general theoretical formulation is ap-
plicable to a broad range of other vibronically nonadiabatic
enzyme reactions.

Acknowledgment. We are grateful for support of this work
by NIH grant GM56207 and NSF grant CHE-05-01260.

Supporting Information Available: Force field parameters
used for the iron cofactor; data used to create Figures 9 and 10;
sensitivity analysis for the dependence of the vibronic coupling
contributions to the kinetic isotope effect on the equilibrium
proton donor-acceptor distance; temperature dependence of the
KIEs from calculations including the quantum mechanical
effects of theR-coordinate; and complete ref 54. This material
is available free of charge via the Internet at http://pubs.acs.org.

JA0667211

A R T I C L E S Hatcher et al.

196 J. AM. CHEM. SOC. 9 VOL. 129, NO. 1, 2007




